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Object detection as a fundamental computer vision task has 
applications across different industries. One particular 
application is the detection and recognition of drawings, which 
often relies on convolutional neural networks. Developing a 
robust model for such an application typically requires a large 
dataset containing images of the target object from various 
perspectives and conditions. However, in many real-world cases, 
this is not possible, and the model must be trained on a small 
dataset. This paper addresses this challenging task by training a 
model for real-time detection of drawings using a constrained 
dataset. We leverage the state-of-the-art YOLO11 model as a 
foundation, known for its balance of speed and accuracy in real-
time object detection. Different YOLO11 variants are trained 
under various configurations to evaluate their performance. The 
results of the study demonstrate the robustness and 
effectiveness of models for the real-time detection of drawings 
in cases when data resources are limited. 
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1 INTRODUCTION 

Object detection is a widely discussed topic due to its broad 
application in critical industries such as healthcare, security, 
manufacturing, and more. The demand for these algorithms has 
existed for a long time, but their applications have come to the 
forefront only in recent years. One of the main reasons is the 
rapid increase in computational power over time. Nowadays, 
powerful GPUs and CPUs provide sufficient computational 
power for a wide range of machine-learning applications [Kuric 
2021, Kuric 2022, Hortobágyi 2021, Hu 2022]. 
A convolutional neural network is a type of deep learning neural 
network architecture extensively used in computer vision tasks 
because of its effectiveness in learning features from images. 
Such algorithms can recognise everything from simple lines and 
curves to complex real-world objects like people, dogs, and cats, 
essentially any patterns [Ji 2024, Komarskiy 2024, Narwaria 
2024] the model is trained on. The quality and efficiency of 
neural networks depend on their structure. There are many 
versions that can be used as starting points [Bačík 2015, Hamzah 
2024] for further applications and improvements. In the field of 
real-time object detections, the YOLO (You Only Look Once) 
models from Ultralytics are state-of-the-art, and known for their 
balance of speed and accuracy [Liu 2024]. The latest released 
version is YOLO11 which is suitable for many tasks. This paper 
focuses on the detection tasks supported by YOLO’s five 
different variants: n, s, m, l and x. Each variant offers a unique 
balance between speed and accuracy to cover a wide range of 

applications. The n variant has the smallest (lightweight) 
architecture, while the x variant has the largest. 
To build a robust model, it is crucial to focus on collecting a large 
amount of data for training. As mentioned in work [Sanchez 
2021, Salman 2023], many real-world scenarios require working 
with limited data resources. One such example is the detection 
of rare diseases, where data scarcity necessitates the use of 
preprocessing and augmentation techniques to enhance the 
training process. Similar challenges were met in paper 
[Karthikeyan 2023] investigating the detection of spirals drawn 
on paper to detect and classify stages of Parkinson's disease. 
Drawing detection has a wide range of applications, with study 
[Luo 2022], which utilizes neural networks to recognize specific 
electrical symbols, being just one example among many. 
In this study, we emulate such a situation and develop a model 
for the real-time detection trained on a small dataset. The 
dataset contains three basic drawings: cars, flowers and houses. 
Although these drawings are simple for humans to recognise, 
they still present a challenging task for computer vision due to 
their abstraction and the combination of different curves. 
Models capable of detecting basic drawings have potential in 
many applications. 
The main contribution of this paper is the evaluation of YOLO11-
based models for a real-time drawing detection application 
trained on a small dataset. 

2 RELATED WORKS 

This section examines related works which compare and use the 
YOLO models for the detection of drawings or simple features 
trained on small datasets. 
A study [Karthikeyan 2023] proposes a system to detect and 
classify Parkinson's disease (PD) stages leveraging drawing 
models and the universal YOLO object recognition framework. 
This work collected data from 70 patients with mild PD, 70 
patients with moderate PD, 70 patients with severe PD, and 70 
healthy controls. The algorithm focuses on separating different 
stages of PD from the drawings of certain shapes. The work also 
compared the CNN model, the YOLOv8-n model, and the 
YOLOv8-x model, where the achieved accuracy of 94% had the 
model based on YOLOv8-x. The results of the study show the 
potential of using drawing patterns and the YOLO for the 
detection and classification of Parkinson's disease. 
The study [Wiratchawa 2022] compared YOLOv4, YOLOv5 and 
EfficientDet models for detecting prostate cancer lesions using a 
small training dataset. According to the results, EfficientDet-D5 
achieved the highest performance with 45.4% precision, 52.6% 
recall, and 52.6% accuracy (TPR). However, the study also 
showed that YOLOv4 and YOLOv5 achieved higher precision 
when trained with additional data from a public dataset. 
Another work [Nawae 2023] compares various YOLO models for 
sperm and impurity detection. The models were trained on the 
original small dataset, which consisted of 256 images, as well as 
on a dataset leveraging the proposed augmentation. Comparing 
YOLOv5, YOLOv6, YOLOv7 and YOLOv8s, results show that 
YOLOv8s achieved the highest accuracy on the augmented 
dataset. The study [Kumar 2024] also employs a YOLO-based 
model trained on a small number of images for brain tumour 
detection. Training conducted on 400 images achieved 94.55% 
precision, 90.18% accuracy, and 94.23% specificity. 
An important aspect of image preprocessing and data 
augmentation is their value when working with small datasets. 
The study [Xu 2023] examines the influence of different types of 
augmentations on a trained model. This study demonstrates 
promising results when using the mosaic data enhancement 
method. 
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3  METHODOLOGY 

This section describes the creation of the dataset, followed by 
image preprocessing, the extension of the original dataset using 
augmentation techniques, and concludes with model training 
and evaluation. 

3.1 Data collection 

In this work, we use a custom dataset composed of simple 
drawings categorized into three classes: cars, flowers, and 
houses (Fig. 1). These drawings represent combinations of 
curves that the model must recognize to accurately detect and 
classify them. For each class, 45 training images, 25 validation 
images, and 30 test images were collected, forming the core of 
a small dataset. Various preprocessing and augmentation 
techniques were applied to these images to expand the dataset. 

(a)  (b)  (c)  
Figure 1. Dataset classes: (a) cars, (b) flowers, (c) houses 

3.2 Image preprocessing 

Image preprocessing is the process of manipulating input data to 
speed up model inference and training. The choice of specific 
methods depends on the application. The most well-known 
techniques of image preprocessing include resizing, orientation 
adjustment, and colour correction, among others. Unlike 
augmentation, this process does not expand the original dataset.  
In this work, resizing was the first preprocessing technique 
applied. This is a crucial step in computer vision that helps 
models learn faster on smaller images. Also, plenty of deep 
learning model architectures require images to be the same size. 
Therefore, this step is often necessary because collected images 
vary in size. In this work, all images were stretched to 640x640. 
As the second step, the auto-orientation was applied. This 
technique ensured all images in the dataset had the same 
orientation. The model trained on properly oriented pictures, 
avoiding confusion caused by different orientations. 
Edge detection is crucial for object detection. Contrast 
adjustment, as a preprocessing step, enhances edges, making it 
easier for neural networks to understand them. Therefore, it was 
chosen as the next preprocessing step.  
Subsequently, all images in the dataset were converted to 
grayscale. This simplifies the training process because the model 
can focus on shapes and omit colour dependencies. Since our 
dataset includes only drawings, and the goal is to recognize 
patterns, colour information is useless in our case. Grayscale 
conversion is the final preprocessing step, and all applied steps 
are illustrated in Fig. 2.  

 
Figure 2. Image preprocessing: on the left is original picture; on the 

right is picture after applying resizing, auto-orientation, contrast 
adjustment, and grayscale conversion 

3.3 Image augmentation 

Image augmentation is the manipulation of existing images to 
extend the original dataset. It is done by creating different 

versions of the original pictures, which helps the model 
generalize better and avoid overfitting. This is beneficial in the 
real world, where it may be difficult to obtain images of an object 
from different angles, distances, lighting conditions, or other 
scenarios. This is a crucial step in our case, as our dataset consists 
of a small number of pictures. In this work, several augmentation 
techniques were selected.  
Rotation is an important augmentation step in cases where the 
input picture is not fixed and can be rotated. An example of such 
a case is object detection used in mobile phones. In our case, 
pictures on the model’s input can be rotated, so this step is 
important. In this work, the augmentation step generates new 
pictures with rotations between -10° and +10°. This rotation is 
demonstrated in Fig. 3.  

 

Figure 3. Rotation augmentation: upper is original image with 0° 

rotation; below are augmented images with rotations of ±10° 

 
Figure 4. Shear adjustment: original image with 0° shear, followed by 
combinations of ±15° horizontal and vertical shear 
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Shear adjustment was chosen to modify the perspective of the 
image, which helps the model understand changes in pitch and 
yaw. We set the shear adjustment in a range from ±15° 
horizontally and ±15° vertically. The shear adjustment is shown 
in Fig. 4.  
In many cases, even if we have the possibility to collect pictures 
of a target object from different angles, it may still be hard to 
change the lighting conditions. Therefore, extending the dataset 
with pictures that have adjusted brightness helps the model 
become more robust in various lighting conditions. In our case, 
we set the brightness adjustment between -25% and +25%. This 
adjustment is demonstrated in Fig. 5.  

 
Figure 5. Brightness adjustment: original image with normal brightness, 
followed by examples with -25% and +25% brightness adjustments 

Adding noise to images is beneficial due to its impact on reducing 
overfitting. In this step, random pixels are converted to 
completely black or white, as shown in Fig. 6. Our dataset used 
this augmentation step by changing up to 1.85% of the pixels.  

 
Figure 6. Noise addition: original image followed by an example with up 
to 1.85% of pixels converted to black or white 

3.4 Final dataset overview 

The final dataset, after applying preprocessing and 
augmentation, consists of 441 images in the training set and 108 
images in the validation set. To evaluate the trained model on 
images that it did not see during the training process, we also 
collected 30 images of cars, 30 images of flowers, and 30 images 
of houses.  

3.5 Model training 

YOLO is a state-of-the-art model [Redmon 2016], considering 
both speed and accuracy. The latest iteration in the Ultralytics 
YOLO series of real-time object detectors is YOLO11 [Khanam 
2024]. It was released in 2024 and offers higher accuracy and 
speed than its previous versions. In this study, we propose 
different models based on YOLO11 and compare their 
performance. The output model should be suitable for real-time 
detection of drawings, considering both speed and accuracy. 

The YOLO11 series offers models specialized for different 
computer vision tasks. In this paper, we focus on the detection 
task and therefore choose from the n, s, m, l and x model 
variants. First, we prepared models based on all variants and 
compared their efficiency. Afterwards, we trained the best 
model with different batch sizes. 
The batch size is a key concept in machine learning. It determines 
the number of training examples used in one iteration of model 
training. It influences the efficiency, speed of training, and model 
performance. Smaller batch sizes can speed up the learning 
process and lower the chance of overfitting, however, they may 
result in more unstable convergence. Larger batches offer 
smoother convergence and leverage parallel computation 
power, however, they require more memory.  

3.6 Metrics 

To evaluate the quality of our model’s outputs, it's essential to 
use the appropriate performance metrics. One key metric is 
precision, which assesses the model's ability to avoid false 
positives. Precision can be calculated as: 

FPTP

TP
precision


                                                           (1) 

where TP is the number of true positive predictions and FP is the 
number of false positive predictions.  
Another important metric is recall, which measures the model's 
ability to correctly identify all instances of a given class. 

FNTP

TP
recall


                                                                   (2) 

where FN is the number of false negatives (missed objects). 
The mAP50-95 metric is commonly used in object detection 
tasks and provides a more comprehensive evaluation of a 
model’s performance. It extends the standard mAP by assessing 
the model at multiple levels of IoU (Intersection over Union), 
ranging from 0.5 to 0.95. 

4 EXPERIMENTAL RESULTS 

The results of the output models based on different variants of 
the YOLO11 model are shown in Tab. 1. All models were trained 
with a batch size of 16 for 100 epochs, which is the default setup 
for the training process in the YOLO framework. The models 
were tested on the test set from the dataset. Based on the 
defined metrics, the n variant proved to be the best-performing 
model on this small dataset. 

Variant Precision Recall mAP50-95 

n 0.997 1 0.842 

s 0.997  1  0.833 

m 0.986 1 0.834 

l 0.996  1  0.816 

x 0.978 1 0.817 

Table 1. Performance comparison of models using different YOLO11 
variants. 

The YOLO framework provides useful charts from the training 
process that can be used to analyze the training process and its 
effectiveness. In this paper, we focused on three metrics: 
precision, recall, and mAP50-95, which are commonly used to 
assess the performance of object detection models. 

The changes in the model’s precision during training are shown 
in Fig. 7, which shows significant precision increase during the 
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early training epochs. The precision stabilizes around 0.9 with a 
few fluctuations. The best epoch reached a precision of 0.997, 
which suggests that the YOLO model effectively minimized false 
positives. 

 
Figure 7. Change in precision metric of the YOLO11 n variant model 
during training across epochs. 

Fig. 8 shows a rapid increase in the ability to correctly identify all 
instances of a given class according to the recall metric. After a 
few epochs, the recall stabilized near 1.0 without significant 
changes. 

 
Figure 8. Change in recall metric of the YOLO11 n variant model during 
training across epochs. 

The last evaluated mAP50-95 metric steadily increased 
throughout the training as shown in Fig. 9. The best results 
reached values around 0.8, highlighting the model’s ability 
to provide accurate detections across varying levels of 
Intersection over Union (IoU) thresholds. 

 
Figure 9. Change in mAP50-95 metric of the YOLO11 n variant model 
during training across epochs.  

Based on the defined metrics, the n variant proved to be the 
best-performing model on this small dataset. Fig. 7 shows the 
precision, recall, and mAP50-95 values after every training 
epoch. 
Tab. 2 further displays models based on the n variant of YOLO11 
but with modified training setups. Here, we adjusted the batch 
size parameter, starting with a pre-trained model using a batch 
size of 16. We then increased and decreased the batch size to 
attempt to improve model quality. As seen in Tab. 2, the best 
results were achieved with a model trained with a batch size of 
16. This model achieved a precision of 0.986, a recall of 0.989, 
and 0.836 in the mAP50-95 matric on the test dataset. 

Batch size Precision Recall mAP50-95 

14 0.997 1 0.829 

15 0.994  1  0.816 

16 0.997 1 0.842 

17 0.997  0.99  0.835 

18 0.997 1 0.836 

19 0.997 1 0.825 

20 0.997 1 0.825 

Table 2. Performance comparison of YOLO11 n variant models with 
varying batch sizes. 

5 CONCLUSIONS 

Models based on the state-of-the-art YOLO11 architectures 
using convolutional neural networks demonstrate their 
effectiveness in real-time detection tasks, such as detecting 
simple drawings with high precision. These models can be 
applied in various fields, including autonomous vehicles for 
detecting road signs, augmented reality applications for 
recognizing sketches in interactive experiences, interactive 
whiteboards for education, and digital art platforms. These types 
of models can be effectively trained on restricted datasets using 
appropriate preprocessing and augmentation techniques. This 
work proposed various model variants trained on our custom 
dataset, which was collected with the intention of emulating 
challenging situations where models are needed for the 
detection of rare or limited sources of drawings. The first set of 
models differ in architecture, and we choose the best one as a 
candidate for further improvement. This model was trained on 
different setups with varying batch sizes. The best model 
reached a precision of 0.986, a recall of 0.989, and 0.836 in the 
mAP50-95. These results gave us confidence that models based 
on YOLO11 can work effectively in these types of applications. 
Future improvements should focus on enhancing the dataset, 
exploring different pre-processing techniques or augmentation 
types, and improving the architecture of the neural network for 
this type of application, which would yield interesting results. 
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