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Abstract 

Detailed manufacturing process data and sensor signals are typically disregarded in production 
scheduling. However, they have strong relations since a longer processing time triggers a change in 
schedule. Although promising approaches already exist for mapping the influence of manufacturing 
processes on production scheduling, the variability of the production environment, including changing 
process conditions, technological parameters and the status of current orders, is usually ignored. For this 
reason, this paper presents a novel, data-driven approach that adaptively refines the production schedule 
by applying Machine Learning (ML)-models during the manufacturing process in order to predict the 
process-dependent parameters that influence the schedule. With the proper prediction of these 
parameters based on the process conditions, the production schedule is proactively adjusted to changing 
conditions not only to ensure the sufficient product quality but also to reduce the negative effects and 
losses that delayed rescheduling would cause. The proposed approach aims on minimizing the overall 
lateness by utilizing an active data exchange between the scheduling system and the predictive ML-
models on the process level. The efficiency of the solution is demonstrated by a realistic case study using 
discrete event simulation. 
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1 INTRODUCTION 

Industrial efforts and the progress in digitalization foster the 
application of data-driven modelling (DDM) in the 
production environment. DDM offers the potential to 
optimize processes up to complete process chains [Stein 
2018]. Although the number of projects in the area of 
digitalization has increased, many companies still hesitate 
to boost DDM. This is due to limited resource opportunities 
or a lack of confidence of the management whether DDM 
will deliver the expected results [Schröder 2015]. For typical 
management objectives, the expected results are 
associated with increasing productivity, reducing costs and 
increasing service levels [Bughin 2017]. Therefore, DDM 
hast to contribute achieving these management goals. 

The paper presents a proof-of-concept study of cost-
reduction and service-level-increase to be supported by 
DDM approaches applied in production scheduling. A new 
adaptive scheduling method is presented, which strongly 
relies on the prediction of remaining processing times. The 
main idea of the procedure is based on the combination of 
ML-model predictions and event-driven, adaptive 
rescheduling. As a first step of the presented approach, 
process parameters are acquired and monitored through 
sensor technology. As an assumption, the applied sensor 
technology is capable of providing descriptive data of the 

process in real time. After acquisition, data is preprocessed 
and prepared. Then, data is fed into ML-models that provide 
the opportunity of estimating the remaining processing 
times. Although, accurate prediction can be solely 
meaningful, its real impact regarding the business value 
relies in the elevation of process information to a higher 
level in the decision-making hierarchy. This enables to 
optimize the entire process chain, which in this case is 
provided in the form of a robust production schedule. 

The goal is to reduce idle times and waste by adaptively 
optimizing the production schedule at the earliest possible 
time when any deviation from the expected process 
completion is identified by the ML-models. If the entire order 
set is rescheduled in the beginning, the new schedule will 
deliver less total waste than implementing the rescheduling 
after the realization of the total lateness at the end of the 
given process. 

The presented proof-of-concept relies on a discrete-event 
simulation (DES)-model of a realistic production system, 
combined with a scheduling model in a common 
application. Through a set of scenarios, the viability of 
applying ML-based process parameter prediction in 
scheduling is proven, namely that the proposed method can 
reduce the overall waste, compared to traditional re-
scheduling strategies. 
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The paper is structured as follows. First, a literature review 
is provided on ML-based process parameter prediction and 
adaptive scheduling. Then, in Section 3, the given problem 
in question is specified with the description of the analyzed 
production environment and the available/collected data. In 
Section 4, the proposed adaptive scheduling is described in 
detail and its efficiency is demonstrated by numerical 
experiments in Section 5. Finally, a conclusion and an 
outlook are provided in Section 6. 

2 LITERATURE REVIEW 

This paper focuses on adaptive scheduling through the ML-
based prediction of remaining processing times. For this 
reason, it is investigated, whether there are already existing 
efforts that use the information from a ML-model on a 
process level for adaptive scheduling. In a first step, 
literature is reviewed regarding ML-based prediction of 
process parameters. The second step comprises efforts in 
the field of adaptive scheduling. 

2.1 ML-based process parameter prediction 

A large overview on existing application studies shows the 
general potential of using ML-models in production 
environment [Köksal 2011]. In this study, it is emphasized 
that ML-models are mostly applied for process parameter 
prediction. According to [Kim 2018], most ML-studies deal 
with the tool condition followed by process parameter 
predictions.  

[Saadallah 2018] trained an ensemble of deep learning 
(DL)-algorithms to predict the stability of a milling process. 
Furthermore, random forests with 10,000 trees were 
applied for a condition monitoring system in order to predict 
the tool wear [Khorasani 2015, Saadallah 2018; Wu 2018]. 
[Krishnakumar 2015] followed another condition monitoring 
approach: Decision trees as well as artificial neural 
networks were applied to classify cutting tool conditions. 
The classification accuracy (ACC) of both algorithms were 
about ACC = 90 % [Krishnakumar 2015]. In order to predict 
tool wear, [Venkata 2014] implemented a feed forward 
neural network. [Yuan 2017] predicted future deformation 
based on Bayesian learning methods. A dual mode 
predictive controller was developed to reduce the 
machining vibrations. Thus, the quality of the product 
surface could be improved. In these cases, ML-models are 
implemented retrospectively, which means that there is no 
real-time ML-model implementation. [Yuan 2017]  

In addition to the efforts regarding process parameter 
prediction such as tool wear, there are also studies 
regarding the forecasting of remaining processing or 
operating times. These examples are mostly focused 
regarding predictive maintenance. According to [Zhang 
2018], the remaining useful lifetime (RUL) of a turbofan 
engine is predicted based on a long short-term memory 
(LSTM) neural network, which is applied to track the system 
degradation. The learning task of the ML-model is a 
regression that predicts the remaining cycles of the turbofan 
before it needs to be maintained. The data set was an open-
source data set provided by NASA [Saxena 2008]. 
Comparable results were shown by [Mathew 2017], who 
used the same data set and implemented ten different 
algorithms to predict the RUL of the turbofan. He found out 
that a decision tree based ML-models such as random 
forest and gradient boosting lead to better results than 
support vector machine (SVM) or deep learning models. 
[Gugulothu 2017] predicts RUL using time series 
embeddings based on recurrent neural networks. The 
paper focuses on practical challenges in data-driven RUL 

estimation including noisy sensor, missing data, and lack of 
prior knowledge about degradation trends. 

In addition to forecasting the RUL, there are efforts to 
predict the remaining processing time. In the domain of 
business process management, [Bolt and Sepúlveda 2014] 
propose an approach to predicting the remaining 
processing time based on query catalogs that store the 
information of process events in form of partial trace details. 
These partial trace details are used to estimate the 
remaining time of new forms in process execution. 
Generally, the efforts show the potential of linking the 
information at process level with the throughput time. 
However, this link is not realized in production yet. 

In conclusion, ML is already applied in production in order 
to predict process parameters. However, examples are 
limited to predictive maintenance and the prediction of RUL 
instead of using predictions of remaining processing times 
for an adaptive scheduling. In addition, the ML-model 
implementation takes place retrospectively instead of in real 
time. 

2.2 Adaptive scheduling 

A recent trend in production management is that decision 
makers rather tend to seek for robust solutions, instead of 
the optimal ones. In industrial practice, production planning 
and scheduling require much efforts if it meant to be 
efficient [Stricker 2014]. Furthermore, creating production 
schedules is not only a matter of time, but also requires 
actual production data from various sources (ERP, MES). 
Additionally, it is a strict requirement that the input data of 
scheduling must represent the real processes and system 
behavior, instead of applying idealistic parameters [Becker 
2016]. Otherwise, the garbage-in-garbage-out rule will hold, 
namely that unrealistic and obsolete parameters-based 
schedules will fail to work well in the execution phase. 
Therefore, the target level of related KPIs (stock levels, lead 
times, workloads) will never be realized. 

In addition to the quality of the input data, the quality of the 
scheduling process itself is of crucial importance. As 
mentioned, robustness has a higher priority recently than 
optimality. Robustness in production planning involves 
refined approaches that aim at handling predictable or 
unpredictable changes and disturbances. These 
approaches respond to the occurrence of random events 
with reactive approaches [Pfeiffer 2007, Monostori 2007], 
or protect the performance of plans by anticipating to a 
certain degree the occurrence of uncertain events with 
proactive approaches [Tolio 2011, Herroelen 2004]. 

As for the former, providing the robustness of a schedule in 
a reactive way means that the schedule needs to be quickly 
and efficiently recalculated, in case a certain deviation is 
realized during the execution. Rescheduling actions are 
usually triggered by the realized lateness, in case a 
predefined threshold is achieved. Then, the “live” schedule 
needs to be refined by leaving the orders under execution 
(and possibly within a so-called frozen period) unchanged, 
as it is technologically required, and recalculating the 
schedule considering the remaining set of work orders. A 
general requirement towards rescheduling is to make it 
rapidly and with the least possible hurt of the original 
schedule [Vieira 2003]. 

Considering the requirements and challenges above, some 
advanced approaches exist already that are aimed at 
providing robust solutions, relying on trustful production 
parameters. These approaches are mostly based on 
production data that is collected from manufacturing 
execution systems, as the latest historical data regarding 
the order completions usually reflects the actual state of the 
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system. Applying data analytics and machine learning 
approaches on such data provides the option to obtain input 
parameters that will result in valid and feasible plans. In 
[Gyulai 2017], a robust planning approach is presented 
combining manufacturing execution systems (MES) and 
enterprise resource planning (ERP) data as input of DDM 
to calculate with the latest state of the system and the true 
cycle times of the orders. Then, the parameters are fed into 
simulation models to predict the possible future behavior of 
the system under various scenarios, generating a large set 
of data. In order to utilize this data in scheduling, simulation 
metamodels are built by using machine learning 
approaches, and these models are integrated in the 
scheduling application. 

Other machine learning approaches are also defined to 
support robust production schedules. [Csáji 2008] 
presented a reinforcement-learning solution, where the 
effects of machine breakdowns and late completions in 
scheduling are learnt over time, as well as the optimal 
scheduling policy is calculated providing efficient schedules 
in a highly uncertain environment. 

Summarizing the revised literature in the topics of robust 
scheduling and rescheduling, it can be concluded that 
machine learning and data-driven solutions are proven to 
perform well in scheduling tasks. However, most of the 
approaches remain in a prototype phase without any 
transfer to real industrial environments. Therefore, 
production engineers and planner still face the challenges 
related to the robustness of the scheduling, in form of 
unexpected levels of key performance indicators (KPIs). 
Although, there are publications trying to link efficiently the 
execution and calculation stages of schedules, only a few 
efforts were made to combine them to schedule adaptively 
in production environment. 

3 PROBLEM STATEMENT 

Based on the literature review, the problem statement can 
be specified. In an ideal job-shop production environment, 
scheduling would lead to optimal production processes in 
terms of makespan. However, production environments are 
rarely ideal in reality. As process conditions often change, 
schedules should also be adjusted (rescheduling) to meet 
the target values of performance indicators.  

In the scheduling problems, the changing process 
conditions and product qualities lead to changing machining 
times. This phenomenon is often realized in longer work 
order durations, and in some cases, it can even lead to the 
creation of new work orders that should be considered 
when rescheduling the production. 

Nowadays, ML-models are used to predict process 
parameters or characteristics of product quality. In many 
cases, the application of ML-models in production remain 
on a prototype level. Especially the prediction of remaining 
processing times based on current process conditions 
offers the potential for adaptive scheduling and has not yet 
been investigated. It can be concluded that scheduling can 
be optimized using ML-models to increase the efficiency 
and flexibility of the overall production system. 

4 ADAPTIVE SCHEDULING THROUGH ML-
BASED PROCESS PARAMETER PREDICTION 

The target architecture of the adaptive scheduling is shown 
in Fig. 1. In the very beginning, a schedule for jobs is 
calculated. The architecture takes the real-time adjustment 
of the schedule based on certain occurrences during 
machining into account.  

Since the resource usage for the orders to be planned is the 
same, rescheduling basically affects all processing 
operations that have not yet been started. The problem of 
rescheduling can be determined as follows. When receiving 
ML-based predicted changes in processing times (order 
duration), the schedule for the set of unreleased orders 
must be recalculated according to the changed process 
parameters. Therefore, the target architecture is structured 
in the ML-based process parameter prediction, in which the 
remaining processing time per job is predicted and in the 
adaptive scheduling, which uses the information of the ML-
model in order to adjust the schedule instantly.  

 

Fig. 1: Target architecture of adaptive scheduling 
based on ML-based process parameter prediction. 

In order to enable adaptive scheduling in practice, two 
different scenarios are considered. These two scenarios 
are related to the match of the actual process time with the 
ideal one. 

 Process is in-time 

 Process is delayed through adjustments of 
process parameters 

Process parameters can be adjusted during machining in 
case of critical process conditions. Therefore, it is assumed 
that the adjustments are made if critical thresholds of 
process parameters are exceeded.  

4.1 ML-based process parameter prediction 

In order to carry out DDM-projects successfully, 
methodological approaches are used in practice. The most 
often used methodology is the cross-industry standard 
process for data mining (CRISP-DM), which is depicted in 
Fig. 2 [Chapman et al. 2000]. The first step comprises the 
understanding of the corresponding business. In this case, 
the manufacturing processes and interdependencies need 
to be understood. 

Afterwards, data is initially acquired. Here, the focus is put 
on the acquisition of internal machine data, which includes 
axis data as well as data about the tool and motor currents. 
External sensors are used in order to acquire further 
information e. g. about accelerations and forces on the 
workpiece.  

In the third step, the data is prepared for further modelling. 
The characteristics of the data sets are dependent on the 
protocol of the sensors as well as the acquisition concept 
(e. g. technically needed minimal frequency of time series). 
Since the data should be analyzed in real time and the 
information of ML-models should be fed towards the 
scheduling, a real-time system for communication needs to 
be deployed.  

According to [Perwej 2018] and [Syafrudin 2018], stream 
processing technologies such as Apache Flink or Kafka are 
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examples of platforms that enable real-time data 
processing. Stream processing differs from batch 
processing in a sense that data is processed directly at the 
time of generation [Ounancer 2017]. Apache Flink, e. g., 
processes data streams with very high volume at very low 
latency, because it is able to scale calculations to a large 
number of cores [Perwej 2018]. 

 

Fig. 2: Cross-Industry Standard Process for Data Mining 
(CRISP-DM) in the style of [Chapman et al. 2000]. 

Based on the real time acquisition, data needs to be 
processed. This includes steps such as the integration of 
data from different data bases into one data base, cleansing 
of missing values or duplicates and transformation of data 
formats. The preprocessing of data has a big influence on 
the performance of the ML-model in the end [Shopov 2013]. 

Before the fourth step of the CRISP-DM is performed, 
suitable ML-algorithms need to be selected based on the 
use-case requirements and data set characteristics. 
Furthermore, ML-algorithms have to be chosen related to 
the learning task. In order to consider the two different 
scenarios, a regression task is selected, in which the 
remaining processing time is predicted based on current 
process parameter values. Based on the remaining 
machining time, it can be identified whether the process is 
delayed or finished in-time through the comparison of the 
predicted and the assumed processing time. Fig. 3 
illustrates the ML-model and output variable. Based on the 
remaining processing time, which is the output variable of 
the ML-model, the difference between the predicted and 
assumed processing time in schedule is calculated. 
Through the calculation, the delay time is identified that is 
in the best case tdelay = 0 min. 

 

Fig. 3: Output variable of ML-model and scenario 
realization. 

The learning task limits the number of suitable ML-
algorithms. Possible ML-algorithms range from artificial 

neural network (ANN) over decision tree-based algorithms 
such as random forest or gradient boosting to SVM. Open 
source technologies such as Python or R can be used for 
the final implementation of selected ML-algorithms. In order 
to enhance the performance of the ML-algorithm, 
hyperparameters need to be tuned. The resulting ML-model 
is trained based on a training data set. Therefore, the 
acquired data set needs to be split into the training and a 
test data set. The trained ML-model is tested based on a 
validation technique, which can be a k-fold cross validation 
or random subsampling and uses the test data set. 

The results of the model are evaluated in the following step 
of CRISP-DM. For the learning task regression, suitable 
metrics range from mean square error (MSE) over root 
mean square error (RMSE) to mean absolute error (MAE). 
If the performance of the ML-models meet the 
requirements, the models can be deployed in the real 
production environment. Moreover, it needs to be ensured 
that the ML-model is working stable with the real-time 
communication system. 

4.2 Rescheduling strategy 

In order to reduce the negative effects of late rescheduling, 
e. g. high level of work-in-progress, idle machines and high 
overall lateness, the rescheduling needs to be performed at 
the earliest possible time when its necessity is recognized. 
In this case, a prediction from the side of the ML-models is 
received by the scheduler, a rescheduling event is triggered 
immediately in order to benefit most from the foresight on 
the remaining processing times. In general, the 
rescheduling action needs to consider several constraints 
and possible decision alternatives when generating the new 
schedule. 

 

Fig. 4: Xpress-Kalis Scheduling dashboard. 

As mentioned earlier, rescheduling aims at changing the 
original schedule in the least possible extent, in order to 
reduce the additionally generated changes, e. g. logistics 
and administrative efforts. For this reason and also for 
technological constraints, only those jobs can be 
considered within the rescheduling that are neither yet 
released, nor booked to be released at any machines. 
Therefore, a strict frozen period is to be considered, within 
a schedule cannot be changed. Within the experiments, it 
is assumed that all other work orders can be moved freely 
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in the schedule, considering time and resource 
assignments. An exemplary scheduling scenario of is 
depicted in Fig. 4 applying the Kalis constraint satisfaction 
solver provided by FICO Xpress. 

Within a rescheduling, theoretically, three main options 
need to be considered based on the feedback information 
from the ML-results: The deviation of the remaining 
processing time from the ideal, the recognized quality 
issues that lead to rework and those that lead to scrap parts. 
In this paper, the first case is focused, if the existing set of 
work orders remains unchanged, however, the duration of 
the orders may change according to the prediction, so as 
influencing the subset of orders that will be released later in 
time. 

5 NUMERICAL EXPERIMENTS  

In this chapter, the scheduling model is formulated and the 
test scenarios described in detail. Afterwards, the results 
are presented and discussed. 

5.1 Formulation of the scheduling model 

As mentioned, this paper presents a proof-of-concept that 
DDM can increase the efficiency of the overall production 
system through adaptive scheduling by applying ML-
models to predict remaining processing times. For this 
reason, a DES-model demonstrates and represents an 
overall machinery system in order to provide a sufficient set 
of numerical results. The DES-model provides the 
opportunity to link the scheduling algorithm with the 
prediction results, and analyze the efficiency of the early 
rescheduling. 

Simulation
(Siemens Tecnomatix 

Plant Simulation)

Scheduler
(FICO Xpress Kalis)

Master data
 Jobs

 Task
 Durations
 Process sequence

 Resurce requirement

 Resources
 Amount

 Capability

Schedule
 Task name
 Planned release time
 Assigned machine

Execution
 Schedule trigger (by lateness)
 Actual release time
 Actual completion time

 

Fig. 5: Architecture of the application used in the 
experiments: synchronization and link of the scheduler 

and simulation models. 

In this paper, a job-shop machinery is under study where 
four different machine types are available (milling, turning, 
grinding, electrical discharge machining, and alternative 
machines can be used to complete the given processes. 
From the scheduling viewpoint, a set of jobs is given which 
need to be completed by the available resources. Each job 
has a set of machining operations and the order of 
performing the operations is defined by the fix process plan. 
The machining times per operation are also part of the 
process plan and considered when scheduling the jobs. In 
general, the scheduling means the assignment of 
operations to machines and calculating the release times of 
the orders, considering the sequence of the operations 

(precedencies), and the set of alternative resources as 
constraints (resources). In the presented case, the 
objective is to minimize the makespan of a schedule, 
considering a given set of jobs. 

The scheduler application for the experimental purposes is 
implemented in FICO Xpress, which is a high-end 
mathematical solver with a constraint programming (CP) 
library called Kalis (Fig. 5). The scheduling model is 
formulated as a CP-model and solved by the default 
branching strategy of Kalis. The considered problem, in 
general, is a job-shop scheduling with alternative machines: 
having a set of machines M and a set of jobs N, and each 
job has corresponding work orders. The set of work orders 
is denoted by O, and each order has a given duration to, 
and a resource requirement mo. The set of process (and 
also machine) types is denoted by S, each task has its own 
process type so ∈ S and machines have process capabilities 

sm ∈ S. The machines are considered as disjunctive 

resources, therefore, they are capable to process a single 
work order at any point of time. The objective function 
minimizes the makespan T, which means the overall 
completion time of all jobs. Considering the process plans 
of the jobs, the schedule includes some precedence 
constraints that prevent to hurt the predefined sequence of 
order completions. The precedencies between tasks are 
represented by a graph G(V,E) with arcs (i,j) ∈ E 
symbolizing that operation i precedes operation j. The 
binary decision variables aom determine if order o is 
assigned (1) to machine m or not (0). The scheduling CP-

model is formulated as it follows: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑇     (1) 

𝑡𝑜
𝑒𝑛𝑑 ≤  𝑡𝑜

𝑠𝑡𝑎𝑟𝑡 + 𝑡0   ∀𝑜 ∈ 𝑂  (2) 

𝑡𝑜
𝑠𝑡𝑎𝑟𝑡 ≤  𝑡𝑝

𝑠𝑡𝑎𝑟𝑡 +  𝑡0 ∀𝑜, 𝑝 ∈ 𝑂: (𝑜, 𝑝) ∈ 𝐸 (3) 

𝑇 =  max
𝑜∈𝑂

𝑡𝑜
𝑒𝑛𝑑      (4) 

𝑎𝑜𝑚  ∈  {0,1}   ∀𝑜 ∈ 𝑂, 𝑚 ∈ 𝑀 (5) 

∑ 𝑎𝑜𝑚 = 1𝑚∈𝑀    ∀𝑜 ∈ 𝑂  (6) 

∑ 𝑎𝑜𝑚𝑜:(t𝑜start≤t)∧(t𝑜end≥t) ≤ |𝑀|  ∀𝑚 ∈ 𝑀, 𝑡 < 𝑇 (7) 

𝑎𝑜𝑚 ∙ 𝑠𝑜 = 𝑎𝑜𝑚 ∙ 𝑠𝑚  ∀𝑜 ∈ 𝑂, 𝑚 ∈ 𝑀 (8) 

The objective function (1) expresses the minimization of the 
makespan of the schedule. Constraint (2) specifies the 
duration of the tasks, while (3) represents the precedence 
limitations. Equation (4) defines the makespan, and 
constraints (5-8) defines the machine capacities 
considering alternative resources. 

5.2 Description of the test scenarios 

As an initial part of an ongoing research, this paper 
presents only the very first results achieved in adaptive 
scheduling, focusing on the assessment of its potentials in 
a machining environment. In the test scenarios, input data 
was generated with random parameters, based on some 
real use-cases. The test environment is data-driven in a 
sense that the simulation model of the manufacturing 
environment and the scheduling model are parametric, 
therefore, various use cases can be analyzed. The use 
cases can differ in any of the parameters used in the 
planning model, however, for the sake of clarity, the same 
production environment in all test scenarios is used and 
varied only the set of jobs and the corresponding attributes.  

The production environment considered in the experiments 
is characterized with the following parameters. The total 
number of machines is |M| = 7, including four different 
machine types that covers the whole set of machining 
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operations. In the experiments, milling, drilling, grinding and 
electric-discharging operations are assumed, which require 
different machine types to be performed. The number of 
jobs is set to be |J| = 15, each job has several operations in 
the range of 1 to 10 and the overall set of operations is 
|O| = 60. The durations of the operations ranged between 
to = [10; 50]. Around 30 – 40 % of the operation are set to 
have some lateness so as resulting longer processing 
times, with 10 – 40 % per job. The lateness is randomly 
generated by following a uniform distribution. Along the 
experiments, it is assumed that the ML-model can predict 
the total amount of remaining processing at 50 % of the 
(ideal) cutting process. Therefore, a rescheduling event can 
be triggered at the earliest time of 50 % operation 
completion. In the scheduling model, the algorithm was 
performed in most of the times for 10 seconds after a 
feasible schedule was found. In total, 10 test scenarios with 
different job and corresponding order attributes were 
defined. 

5.3 Results of numerical experiments 

The results of the test scenarios are summarized in Tab. 1. 

In the first column, the “ideal” case provides the calculated 
makespan of the original schedule (without rescheduling), 
assuming that all conditions are ideal tasks finished always 
on time. In the second column, the makespan is resulted by 
the execution of the schedule with simulation by adding late 
process completion events as described above. By nature, 
this case is always worse than the ideal one. The results in 
the last column (adaptive) includes the execution 
makespan values resulted by the proposed, adaptive 
rescheduling method based on the ML-based predictions. 
In general, the last two columns were examined during the 
experiments. The shorter makespan values are considered 
to be better, indicating that the corresponding scheduling 
method is less prone to the late task completions.  

Tab. 1 : Makespan (T) results of the test scenarios. 

Observing the very first test results of the ongoing research, 
the adaptive scheduling approach results in shorter 
execution makespan in the analyzed cases. In eight of the 
ten production scenarios, the adaptive scheduling provided 
an approximately 9% shorter execution makespan in 
average, indicating that it is worth the efforts to make further 
investigations in this direction, including many diverse 
production scenarios. Important to highlight is that a 
stopping criteria of 30 seconds was set in the scheduler, 
therefore, the scenarios #6 and #7 might differ in the 
makespan results due to the fact that the algorithm was 
terminated by a time limit, instead of an optimality. 

6 CONCLUSIONS AND OUTLOOK 

In this paper, a novel approach how to schedule the 
production order adaptively on the basis process parameter 
prediction was presented. In this context, ML-models are 
trained to forecast the remaining processing time in order 
to determine whether the process is delayed. The 
implementation of ML-models is conducted based on a 
methodological approach, in which data is acquired and 
preprocessed before ML-models are selected, 
implemented and optimized. The finally evaluated and 
deployed ML-model is able to predict remaining processing 
time with sufficient accuracy. This information serves as an 
input for an adaptive scheduler, which adjusts the schedule 
based on the current process information. The results of the 
numerical experiments show the potential of this approach. 
The cycle schedule execution makespan could be reduced 
by approximately 10 %, compared to the case when 
adaptive, ML-based scheduling was not applied. In terms of 
the scheduler model, the ML-model output was assumed as 
a randomly generated lateness. 

The presented potential analysis of the application is the 
first step of an ongoing research. The authors will extend 
the set of experiments and detailed validation as well as 
verification of the results. Many experiments and 
enhancement of every module are envisioned in order to 
assess the complete potentials of the method, and also to 
identify the most promising use cases. Furthermore, within 
future experiments, various production environments are 
planned to be analyzed from the scheduling viewpoint, in 
order to find those that can be targeted by the adaptive 
scheduling approach with the highest expected benefits. 

Further investigation will also focus on the process 
parameter prediction. In order to ensure a ML-based 
adaptive scheduling in practice, stable systems must be 
developed that reliably predict remaining processing time in 
real-time. Therefore, a real use-case is taken and a ML-
model is trained with the output variable remaining 
processing time. 
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